1 Introduction

One of the most remarkable results of the variational theory in the second half of the 20th century has been, without any doubt, the discovery of the relation between the classical Cartan form and the theorems of Emmy Noether that allow us to associate first integrals of the Euler-Lagrange equations to the infinitesimal symmetries of the Lagrangian. Once this relation was well established by the beginning of the 70’s for first order problems [5, 8, 13, 14] and generalized to higher order ones by the beginning of the 80’s [4, 6, 7, 11, 16, 18], in [3, 17] this topic has been studied for variational problems with non-holonomic constraints. In this paper we shall deal with the subject in the particular case of vakonomic mechanics, where we shall construct a Cartan
The momentum map in vakonomic mechanics

As is known [7, 18], a higher order variational problem in mechanics is defined by consideration of an $m$-dimensional manifold $M$ (the configuration space) and a differentiable function $L$ on $\mathbb{R} \times T^r M$ (the time-dependent Lagrangian), where $T^r M$ stands for the $r$-order tangent bundle of $M$, locally coordinated by $(q^i, q^i', \ldots, q^i_{(r)})$ if $M$ has local coordinates $(q^i)$, $1 \leq i \leq m$.

The Lagrangian density defines the action functional on the space $\Gamma(\mathbb{R}, M)$ of curves on $M$:

$$L: \sigma \in \Gamma(\mathbb{R}, M) \mapsto \int_{\mathbb{R}} L(t, \sigma^{(r)}(t)) dt \in \mathbb{R}$$

and its first variation:

$$\delta_\sigma L: D_\sigma \in \mathfrak{X}_\sigma(M) \mapsto \int_{\mathbb{R}} D^{(r)}_\sigma L(t, \sigma^{(r)}(t)) dt \in \mathbb{R}$$

where $\mathfrak{X}_\sigma(M) = \Gamma(\mathbb{R}, \sigma^* TM)$ stands for the space of vector fields defined along $\sigma$, $\sigma \in \Gamma(\mathbb{R}, M) \mapsto \sigma^{(r)} \in \Gamma(\mathbb{R}, T^r M)$ stands for the natural lifting of curves in $M$ to its higher order vector bundle, locally:

$$\sigma(t) = (q^i(t)) \mapsto \sigma^{(r)}(t) = (q^i_{(j)}(t)), \quad q^i_{(j)}(t) = \frac{d^j}{dt^j} q^i(t)$$

and $D \in \mathfrak{X}(\mathbb{R} \times M) \mapsto D^{(r)} \in \mathfrak{X}(\mathbb{R} \times T^r M)$ stands for the induced natural lifting of vector fields on $\mathbb{R} \times M$ to vector fields on $\mathbb{R} \times T^r M$, locally:

$$D = f(t, q^i) \frac{\partial}{\partial t} + g^i(t, q^j) \frac{\partial}{\partial q^j} \mapsto D^{(r)} = f(t, q^i) \frac{\partial}{\partial t} + \hat{g}^i_{(j)}(t, q^j_{(k)}) \frac{\partial}{\partial q^i_{(j)}}$$

where $\hat{g}^i_{(j+1)} = \frac{\partial}{\partial t} g^i_{(j)} - \frac{\partial}{\partial q^j} \frac{\partial}{\partial t} f$ and $\frac{\partial}{\partial t} = \frac{\partial}{\partial t} + \dot{q}^i \frac{\partial}{\partial q^i} + \ddot{q}^i \frac{\partial}{\partial \dot{q}^i} + \ldots$ is the total derivative with respect to $t$.

From this local expression it is clear that $D^{(r)}$ along $\sigma^{(r)}$ depends only on the value of $D$ along $\sigma$. Thus $D^{(r)}_\sigma$ in formula (1) is a well-defined element in $\mathfrak{X}_{\sigma^{(r)}}(T^r M)$.

**Definition 1.** A curve $\sigma \in \Gamma(\mathbb{R}, M)$ is critical for the dynamical system defined by $(M, L)$ if the first variation $\delta_\sigma L$ of the action functional at $\sigma$ (1) vanishes for any $D_\sigma \in \mathfrak{X}_{\sigma^{(r)}}(M)$, compact-supported vector field along $\sigma$.

In [7] the authors associate to any Lagrangian $L$ a Cartan 1-form on $\mathbb{R} \times T^{2r-1} M$:

$$\Theta_L = \theta^{(r)} \circ \Omega_L + L dt$$

(2)
where $\theta^{(r)}$ is the structure 1-form of $\mathbb{R} \times T^r M$, a $T(T^{r-1}M)$-valued 1-form on $\mathbb{R} \times T^r M$, locally:

$$\theta^{(r)} = \sum_{j=0}^{r-1} (dq^i_j - q^i_{j+1}) dt \otimes \frac{\partial}{\partial q^i_j}$$

(for whom $\theta^{(r)}|_{\sigma^{(r)}} = 0$), and $\Omega_L$ is the momentum form associated to $L$, a $T^*(T^{r-1}M)$-valued function on $\mathbb{R} \times T^{2r-1}M$ with local expression:

$$\Omega_L = \sum_{i} \sum_{j=1}^{r} \left[ \sum_{h=0}^{r-j} (-1)^h \left( \frac{d}{dt} \right)^h \frac{\partial L}{\partial q^i_{j+h}} \right] dq^i_{j-1}$$

and where $\circ$ stands for the natural duality product.

In these conditions, we get:

**Proposition.** There exists a $T^*M$-valued 1-form $E_L$ on $\mathbb{R} \times T^{2r-1}M$ (Euler form) such that:

$$d\Theta_L = \theta^{(1)}(\sigma^{(r)}) \wedge E_L + \theta^{(r-1)}(\sigma^{(2r-1)}) \circ \eta$$

for some $T^*(T^{r-1}M) \otimes T^*(T^{2r-2}M)$-valued function $\eta$, and where $\wedge$ is taken with respect to the natural bilinear products.

From this proposition, independently of the chosen Euler form $E_L$, we may define the Euler operator $E_L \in \Gamma(\mathbb{R} \times T^{2r}M, T^*M)$ by the rule:

$$E_L(t, \sigma^{(r)}(t)) = \sum_{i} \left[ \sum_{h=0}^{r-j} (-1)^h \left( \frac{d}{dt} \right)^h \frac{\partial L}{\partial q^i_{j+h}} \right] dq^i_{j-1}$$

Using now (2) and (3), one easily obtains the first variation formula of the Lagrangian density:

**Theorem 1.1** (First variation formula). For any vector field $D \in \mathcal{X}(\mathbb{R} \times M)$:

$$L_{D^{(r)}}(Lt) = \theta^{(1)}(D^{(1)}) \circ E_L + d\iota_{D^{(2r-1)}} \Theta + \theta^{(2r-1)} \circ \eta'$$

for some section $\eta'$ of $T^*(T^{2r-2}M)$. Therefore, for any curve $\sigma \in \Gamma(\mathbb{R}, M)$ and vector field along $\sigma$, $D_\sigma \in \mathcal{X}_\sigma(M)$:

$$(\delta_\sigma L)(D_\sigma) = \int_\mathbb{R} (D_\sigma, E_L(\sigma)) dt + d(i_{D^{(2r-1)}} \Theta)$$

From this one gets:
Theorem 1.2 (Characterization of critical curves). Let \( L \) be a Lagrangian density and \( \sigma \in \Gamma(\mathbb{R}, M) \) a curve on \( M \). The following are equivalent:

1. \( \sigma \) is critical for the variational problem \((M, L)\).
2. \( \mathcal{E}_L(\sigma) = 0 \) (Euler-Lagrange equations)
3. \( i_D d\Theta_L \big|_{\sigma(2r-1)} = 0 \) \( \forall D \in \mathfrak{X}(\mathbb{R} \times T^{2r-1}M) \) (Cartan equations).

From this point, the whole theory develops naturally with the study of Noether invariants, second variation, etc... [7].

2 Vakonomic mechanics

Mechanics with non-holonomic constraints [1, 3, 9, 17] arises now by consideration of two more data, the first one a submanifold \( S \subseteq \mathbb{R} \times TM \), defined by the zeros of functionally independent differentiable functions \( f^1, \ldots, f^k \in C^\infty(\mathbb{R} \times TM) \) (the constraint) and, for each curve \( \sigma \in \Gamma(\mathbb{R}, M) \) satisfying the constraint (i.e. \( f^1, \ldots, f^k = 0 \) along \( \sigma^{(1)} \)), a subspace \( A_{\sigma} \subseteq \mathfrak{X}_\sigma(M) \) (the space of admissible infinitesimal variations).

In these conditions, if \( \Gamma_S(\mathbb{R}, M) = \{ \sigma \in \Gamma(\mathbb{R}, M) / \text{Im}(\sigma^{(1)}) \subset S \} \subset \Gamma(\mathbb{R}, M) \) is the subset of curves that satisfy the constraint (admissible curves), we may introduce the notion of critical admissible curve:

**Definition 2.** An admissible curve \( \sigma \in \Gamma_S(\mathbb{R}, M) \) is critical for the constrained mechanical system defined by \((M, L, S, A)\) if the first variation \( \delta_\sigma \mathcal{L} \) of the action functional at \( \sigma \) vanishes for any \( D_{\sigma} \in A_{\sigma}^{\text{NH}} = A_{\sigma} \cap \mathfrak{X}_\sigma(M) \), compact-supported admissible infinitesimal variation along \( \sigma \).

Two are the main historical choices for the subspaces \( A_{\sigma} \):

\[
A_{\sigma}^{\text{NH}} = \left\{ D_{\sigma} \in \mathfrak{X}_\sigma(M) / D_{\sigma} \in \ker \left( \Omega f^1, \ldots, \Omega f^k \right) \right\} \quad \text{Non-holonomic}
\]
\[
A_{\sigma} = \left\{ D_{\sigma} \in \mathfrak{X}_\sigma(M) / D_{\sigma}^{(1)} \text{ tangential to } S \right\} \quad \text{Vakonomic}
\]

where \( \Omega f^\alpha = \sum_i \frac{\partial f^\alpha}{\partial q^i} dq^i \) are the momentum forms associated to \( f^\alpha \).

The condition for \( D_{\sigma} \in A_{\sigma}^{\text{NH}} \) is a system of linear equations (which depends only on \( S \)) arising from the consideration of the d’Alembert principle. The space \( A_{\sigma}^{\text{NH}} \) is hence a \( C^\infty(\mathbb{R}) \)-submodule of \( \mathfrak{X}_\sigma(M) \) and formula (6) together with the main lemma of the calculus of variations allows us to characterize the corresponding critical curves:

\[
\sigma \in \Gamma_S(\mathbb{R}, M) \text{ critical for } (M, L, S, A_{\sigma}^{\text{NH}}) \Leftrightarrow \mathcal{E}_L(\sigma)|_{A_{\sigma}^{\text{NH}}} = 0 \quad (7)
\]
The condition for $D_\sigma \in \mathcal{A}_\sigma$, on the other hand, is a system of first order differential equations defining an $\mathbb{R}$-subspace of $\mathfrak{X}_\sigma(M)$, and essentially corresponds to the classical problem of Lagrange [2, 10]. This space is interpreted as the tangent space at $\sigma$ of the manifold $\Gamma_S(\mathbb{R}, M)$: For any variation $\{\sigma_\lambda\}_{\lambda \in \mathbb{R}} \subset \Gamma_S(\mathbb{R}, M)$ of admissible curves $\sigma_\lambda$, the induced tangent vector $D_\sigma = \frac{d}{d\lambda} \sigma_\lambda$ at $\sigma = \sigma_0$ is contained in $\mathcal{A}_\sigma$, and the converse holds under certain regularity assumptions on the curve $\sigma$ [12].

In this paper we shall study this second case (vakonomic mechanics) taking as constraint a submanifold $S = (f^1, \ldots, f^k)_0$ with $f^a \in C^\infty(\mathbb{R} \times TM)$, $df^1, \ldots, df^k$ linearly independent along $S$ and satisfying the following:

**Main Hypothesis.** There exist on $S^{(2)} = \{(t, \sigma^{(2)}(t))/\sigma \in \Gamma_S(\mathbb{R}, M)\} \subseteq \mathbb{R} \times T^2 M$ certain $T M$-valued functions $N_\alpha$ on such that:

$$\Omega f^a(N_\beta) = 0, \quad \mathcal{E} f^a(N_\beta) = \delta^a_\beta \quad 1 \leq \alpha, \beta \leq k \quad (8)$$

The main consequence of this condition is that it allows us to parameterize the space of admissible infinitesimal variations $\mathcal{A}_\sigma$ in the following way:

**Proposition.** For each admissible curve $\sigma \in \Gamma_S(\mathbb{R}, M)$, the differential operator $P_\sigma : \mathfrak{X}_\sigma(M) \to \mathfrak{X}_\sigma(M)$ defined by:

$$P_\sigma(D_\sigma) = D_\sigma - \sum_\alpha D^{(1)}_\sigma(f^a) N_\alpha, \quad D_\sigma \in \mathfrak{X}_\sigma(M) \quad (9)$$

is a projector $P_\sigma : \mathfrak{X}_\sigma(M) \to \mathfrak{X}_\sigma(M)$ whose image is the $\mathbb{R}$-subspace $\mathcal{A}_\sigma$ and whose kernel is the $C^\infty(\mathbb{R})$-module $\langle N_1, \ldots, N_k \rangle$.

**Proof.** Clearly, $D_\sigma \in \mathcal{A}_\sigma \Rightarrow D_\sigma = P_\sigma(D_\sigma) \in \text{Im} P_\sigma$. Let’s prove $\text{Im} P_\sigma \subseteq \mathcal{A}_\sigma$.

Using first variation formula (5) for the Lagrangian densities $f^a dt$:

$$D^{(1)}_\sigma(f^a) = \mathcal{E} f^a(D_\sigma) + \frac{d}{dt}(\Omega f^a(D_\sigma)), \quad D_\sigma \in \mathfrak{X}_\sigma(M) \quad (10)$$

Hence

$$(P_\sigma(D_\sigma))^{(1)}(f^3) = \mathcal{E} f^3(P_\sigma(D_\sigma)) + \frac{d}{dt}(\Omega f^3(P_\sigma(D_\sigma))) =$$

$$= \mathcal{E} f^3 \left(D_\sigma - \sum_\alpha \left(\mathcal{E} f^a(D_\sigma) + \frac{d}{dt}(\Omega f^a(D_\sigma))\right) N_\alpha\right) +$$

$$+ \frac{d}{dt} \left(\Omega f^3 \left(D_\sigma - \sum_\alpha \left(\mathcal{E} f^a(D_\sigma) + \frac{d}{dt}(\Omega f^a(D_\sigma))\right) N_\alpha\right)\right) = 0$$

where the last equality comes from (8). Hence $P_\sigma(D_\sigma) \in \mathcal{A}_\sigma$, $\forall D_\sigma \in \mathfrak{X}_\sigma(M)$.

For the kernel, $D_\sigma \in \ker P_\sigma \Rightarrow D_\sigma = \sum_\alpha D^{(1)}_\sigma(f^a) N_\alpha \in \langle N_1, \ldots, N_k \rangle$. On the other hand, from (10) and (8) follows that $\langle N_1, \ldots, N_k \rangle \subseteq \ker P_\sigma$. □
Proposition. The differential operator $P^+_\sigma : \mathfrak{X}_\sigma^*(M) \to \mathfrak{X}_\sigma^*(M)$, defined by:

$$P^+_\sigma(\mathcal{E}_\sigma) = \mathcal{E}_\sigma + \sum_\alpha \lambda^{E_\alpha}_\sigma E_{f^\alpha} - \left( \frac{d}{dt} \lambda^{E_\alpha}_\sigma \right) \Omega_{f^\alpha}, \quad \forall \mathcal{E}_\sigma \in \mathfrak{X}_\sigma^*(M) \quad (11)$$

where $\lambda^{E_\alpha}_\sigma = -\mathcal{E}_\sigma(N_\alpha)$, satisfies the commutation rule:

$$\langle P^+_\sigma(D_\sigma), \mathcal{E}_\sigma \rangle = \langle D_\sigma, P^+_\sigma \mathcal{E}_\sigma \rangle + \frac{d}{dt} \left( \sum_\alpha \lambda^{E_\alpha}_\sigma \Omega_{f^\alpha}(D_\sigma) \right) \quad (12)$$

Proof. The proof is direct from (10), (9).

With this characterization of admissible infinitesimal variations as the image of the differential operators $P^+_\sigma$ and the corresponding commutation rule (12), we may give the analogous to first variation formula (6):

Theorem 2.1 (First variation formula). For any admissible curve $\sigma \in \Gamma_S(\mathbb{R}, M)$ and vector field along $\sigma$, $\mathcal{D}_\sigma \in \mathfrak{X}_\sigma^*(M)$:

$$(\delta L)(\mathcal{D}_\sigma) = \int_{\mathbb{R}} \langle \mathcal{D}_\sigma, P^+_\sigma \mathcal{E}_L(\sigma) \rangle dt + \frac{d}{dt} \left( \sum_\alpha \lambda^{E_\alpha}_\sigma \Omega_{f^\alpha}(\mathcal{D}_\sigma) \right)$$

where $D_\sigma = P^+_\sigma(\mathcal{D}_\sigma) \in A_\sigma$.

Proof. Introduce in the formula of variation without constraints (6) the parameterization $P^+_\sigma$ of the space $A_\sigma$ of infinitesimal variations (9), and then apply the commutation rule (12).

If we now consider the basic formulas (2) and (3) for the first order densities $f^\alpha dt$ and for the higher order one $L dt$, considering (4) and (11) we get:

Proposition. The 1-form along $S^{(2r)} = \{(t, \sigma^{(2r)}(t)) / \sigma \in \Gamma_S(\mathbb{R}, M)\} \subset \mathbb{R} \times T^{2r} M$:

$$\tilde{\Theta}_L = \Theta_L + \sum_\alpha \lambda^{E_\alpha}_\sigma \Theta_{f^\alpha}, \quad \lambda^{E_\alpha}_\sigma = -\mathcal{E}_\sigma(N_\alpha) \in C^\infty(S^{(2r)}) \quad (13)$$

satisfies:

$$d\tilde{\Theta}_L = \theta^{(1)} \circ \tilde{E}_L + \theta^{(r)} \gamma \theta^{(2r-1)} \circ \eta \quad (14)$$

where $\tilde{E}_L$ is the $T^* M$-valued 1-form $E_L + \sum_\alpha \left( \lambda^{E_\alpha}_L \mathcal{E}_f - d\lambda^{E_\alpha}_L \otimes \Omega_{f^\alpha} \right)$, and therefore

$$\tilde{E}_L\big|_{\sigma^{(2r)}} = P^+_\sigma \mathcal{E}_L(\sigma), \quad \forall \sigma \in \Gamma_S(\mathbb{R}, M) \quad (15)$$

This 1-form $\tilde{\Theta}_L$ generalizes for this kind of constrained problems the Cartan 1-form of non-constrained problems as can be justified by the following:
Theorem 2.2 (Characterization of critical curves). Let $L$ be a Lagrangian density, $S$ a constraint submanifold satisfying the Main Hypothesis, and $\sigma \in \Gamma_S(\mathbb{R}, M)$ an admissible curve on $M$. The following are equivalent:

1. $\sigma$ is critical for the constrained variational problem $(M, L, S, A)$.
2. $P_\sigma^+\mathcal{E}_L(\sigma) = 0$ (Euler-Lagrange equations)
3. $i_{\overline{D}}d\tilde{\Theta}_L\big|_{\sigma(2r)} = 0$, $\forall \overline{D} \in \mathfrak{X}(\mathbb{R} \times T^{2r}M)$ (Cartan equations).

Proof. It is easy to see that $P_\sigma(\mathfrak{X}_\sigma(M)) = \mathcal{A}_\sigma$. Hence Euler-Lagrange equations are a consequence of Definition 2 and Theorem 2.1, where the arbitrariness of $\overline{D}_\sigma$ in the $C^\infty(\mathbb{R})$-module $\mathfrak{X}_\sigma(M)$ allows us to apply the main lemma of the calculus of variations.

Regarding Cartan equations, they are a direct consequence of Euler-Lagrange equations 2., together with (14) and (15).

Remark 1. As $P_\sigma$ is a projector onto $\mathcal{A}_\sigma$ and $\ker P_\sigma \subseteq \mathcal{A}_\sigma^{NH}$, we have $\mathcal{A}_\sigma + \mathcal{A}_\sigma^{NH} = \mathfrak{X}_\sigma(M)$. Consequently an admissible curve is critical for both the vakonomic and non-holonomic problems if and only if it is critical for the problem without constraints $(M, L)$.

Remark 2. Observe that from (10) we may conclude that $P_\sigma$ is the identity on any element $\overline{N}_\sigma$ of the $C^\infty(\mathbb{R})$-submodule $\ker(\Omega f_1, \ldots, \Omega f_k, \mathcal{E}_f^1, \ldots, \mathcal{E}_f^k)$. Using now (12) and Euler-Lagrange equations, for any such $\overline{N}_\sigma \in \mathfrak{X}_\sigma(M)$ there holds $0 = \langle \overline{N}_\sigma, P_\sigma^+\mathcal{E}_L(\sigma) \rangle = \langle \overline{N}_\sigma, \mathcal{E}_L(\sigma) \rangle$ along critical curves.

3 Noether theorem and Momentum map

Cartan’s characterization of critical curves plays a central role in establishing the relation between the Cartan form and Noether’s theorems for infinitesimal symmetries of the problem. Within our framework these are given by:

Definition 3. An infinitesimal symmetry for the constrained dynamical system $(M, L, S)$ is any vector field $D \in \mathfrak{X}(\mathbb{R} \times M)$ such that:

$L_{D^{(1)}}(L dt) = 0$, $D^{(1)}$ is tangential to $S$

From this definition, we may state:

Theorem 3.1 (Noether). If $D$ is an infinitesimal symmetry and $\sigma \in \Gamma_S(\mathbb{R}, M)$ is a critical curve for $(M, L, S, A)$, then:

$d i_{D^{(2r)}}\tilde{\Theta}_L\big|_{\sigma^{(2r)}} = 0$
**Proof.** Due to the functoriality of the notion of Cartan form [16], we have 
\[ L_{D(2r−1)}\Theta_L = 0. \] On the other hand, both \( \Theta_{f,\alpha} = \theta^{(1)} \circ \Omega_{f,\alpha} + f^{\alpha} dt \) and 
\[ L_{D(1)}\Theta_{f,\alpha} = \theta^{(1)} \circ \Omega' + D^{(1)}(f^{\alpha}) dt + f^{\alpha} L_{D(1)} dt \] vanish when restricted to any curve \( \sigma^{(2r)} \) with \( \sigma \in \Gamma_S(\mathbb{R}, M) \) (the latter because \( D^{(1)} \) is tangential to \( S \)). Hence by (13):

\[ L_{D(2r)} \tilde{\Theta}_L \bigg|_{\sigma^{(2r)}} = 0, \quad \forall \sigma \in \Gamma_S(\mathbb{R}, M) \]

Using now Cartan’s characterization of critical curves, \( i_{D(2r)}d\tilde{\Theta}_L \bigg|_{\sigma^{(2r)}} = 0 \), which together with the previous formula yields our theorem. \( \square \)

Hence, using the constrained Cartan form, we may obtain the Noether invariants associated to any infinitesimal symmetry, allowing us to define the corresponding momentum map:

**Definition 4 (Momentum map).** We shall call momentum map associated to our constrained variational problem the map:

\[ \tilde{\mu} : \sigma \in \Gamma_S(\mathbb{R}, M) \mapsto \tilde{\mu}(\sigma) \in \text{Sym}^* \otimes C^\infty(\mathbb{R}) \]

where \( \text{Sym} \) is the Lie algebra of infinitesimal symmetries of \( (M, L, S, A) \) and

\[ (\tilde{\mu}(\sigma))(D) = i_{D(2r)}\tilde{\Theta}_L \bigg|_{\sigma^{(2r)}} \in C^\infty(\mathbb{R}) \quad (16) \]

which takes constant values along critical curves.

### 4 Examples

#### 4.1 The skateboard on an inclined plane

The model of the skateboard on an inclined plane is that of an object with three degrees of freedom (position \((x, y) \in \mathbb{R}^2\) on the plane and direction \(\varphi \in S^1\) of the wheels with respect to the horizontal axis \(x\)) represented by the manifold \(M = \mathbb{R}^2_{(x, y)} \times S^1_{\varphi}\), and moving under the gravity force and one constraint: the velocities on the plane can be realized only in the direction of the wheels: \(\dot{x} \sin \varphi - \dot{y} \cos \varphi = 0\).

The Lagrangian is in this case \(L = \frac{1}{2}m(\dot{x}^2 + \dot{y}^2) + \frac{1}{2}I \dot{\varphi}^2 - gy\) (\(m\) the mass, \(I\) the inertia of the skateboard, and \(g\) the effective gravity on the inclined plane), and the constraint is given by the function \(f = \dot{x} \sin \varphi - \dot{y} \cos \varphi\). Our constraint satisfies then the Main Hypothesis, and the system of equations (8):

\[
\begin{pmatrix}
\sin \varphi & -\cos \varphi \\
-\dot{\varphi} \cos \varphi & -\dot{\varphi} \sin \varphi \\
\end{pmatrix}
\begin{pmatrix}
N_x \\
N_y \\
N_{\varphi}
\end{pmatrix}
= \begin{pmatrix}
0 \\
1
\end{pmatrix}
\]
on the open subset \((\dot{x}, \dot{y}) \neq (0,0)\) of \(S\) has solution:

\[
N = N_x \frac{\partial}{\partial x} + N_y \frac{\partial}{\partial y} + N_\phi \frac{\partial}{\partial \phi} = \frac{1}{\dot{x} \cos \phi + \dot{y} \sin \phi} \frac{\partial}{\partial \phi}
\]  

(17)

Following (9), the associated parameterization \(P_\sigma : \mathcal{X}_\sigma(M) \to A_\sigma\) of the space of admissible infinitesimal variations is:

\[
P_\sigma \left( a \frac{\partial}{\partial x} + b \frac{\partial}{\partial y} + c \frac{\partial}{\partial \phi} \right) = a \frac{\partial}{\partial x} + b \frac{\partial}{\partial y} + \dot{b} \cos \phi - \dot{a} \sin \phi \frac{\partial}{\partial \phi}
\]

Using now the well known Euler-Lagrange operator \(E_L = -m\ddot{x} dx - (g + m\ddot{y}) dy - I \ddot{\phi} d\phi\), as \(P_\sigma\) is known and \(\ker \Omega_f = \langle \cos \phi \frac{\partial}{\partial x} + \sin \phi \frac{\partial}{\partial y}, \frac{\partial}{\partial \phi} \rangle\), we get the Euler-Lagrange equations of the vakonomic and non-holonomic problems:

\[
\begin{align*}
\text{Vakonomic} & : \\
&m \ddot{x} + \frac{d}{dt} \left( \frac{I \ddot{\phi} \sin \phi}{\dot{x} \cos \phi + \dot{y} \sin \phi} \right) = 0 & \text{Non-Holonomic} & : \\
g + m \ddot{y} - \frac{d}{dt} \left( \frac{I \ddot{\phi} \cos \phi}{\dot{x} \cos \phi + \dot{y} \sin \phi} \right) = 0 & \ddot{x} \sin \phi - \dot{y} \cos \phi = 0
\end{align*}
\]

The Cartan form (13) in the vakonomic case is:

\[
\tilde{\Theta}_L = \left( m \ddot{x} + \frac{I \ddot{\phi} \sin \phi}{\dot{x} \cos \phi + \dot{y} \sin \phi} \right) dx + \left( m \ddot{y} - \frac{I \ddot{\phi} \cos \phi}{\dot{x} \cos \phi + \dot{y} \sin \phi} \right) dy + I \ddot{\phi} d\phi - \left( \frac{1}{2} m(\dot{x}^2 + \dot{y}^2) + \frac{1}{2} I \ddot{\phi}^2 + gy \right) dt
\]

Using the infinitesimal symmetries \(\frac{\partial}{\partial t}, \frac{\partial}{\partial x}\) of our problem we get the corresponding conservation laws (16):

\[
E = \frac{1}{2} m(\dot{x}^2 + \dot{y}^2) + \frac{1}{2} I \ddot{\phi}^2 + gy
\]

\[
\mu_x = m \ddot{x} + \frac{I \ddot{\phi}}{\dot{x} \cos \phi + \dot{y} \sin \phi} \sin \phi
\]

Taking now the vector field \(\mathbf{N} = \cos \phi (\dot{x} \cos \phi + \dot{y} \sin \phi) \frac{\partial}{\partial x} + \sin \phi (\dot{x} \cos \phi + \dot{y} \sin \phi) \frac{\partial}{\partial y} + \dot{\phi} \frac{\partial}{\partial \phi}\) from \(\ker(\Omega_f, E_f)\), and following Remark 2:

\[
(m \ddot{x} \cos \phi + (g + m \ddot{y}) \sin \phi)(\dot{x} \cos \phi + \dot{y} \sin \phi) + I \ddot{\phi} \dot{\phi} = 0
\]
which together with the expression $\dot{\varphi} = \frac{\ddot{y}x - \ddot{x}y}{x^2 + y^2}$ arising from the constraint, allows to reduce the original system of equations to the system:

$$
E = \frac{1}{2} m(\dot{x}^2 + \dot{y}^2) + \frac{1}{2} I \left( \frac{\ddot{y}x - \ddot{x}y}{x^2 + y^2} \right)^2 + gy \\
\mu_x = m\dot{x} - \frac{\dot{y}}{y\dot{x} - \ddot{x}y}(m\ddot{x}x + (g + m\ddot{y})\dot{y}) \\
0 = \dot{y}\cos\varphi - \dot{x}\sin\varphi
$$

Therefore we have reduced the original system of three third order differential equations on $(x, y, \varphi)$ to a system of two second order differential equations on the unknowns $(x, y)$ and a third equation (the constraint) that allows to recover the unknown $\varphi$. This system can be solved with the usual methods of numerical integration.

### 4.2 Generalized elastica

We shall consider now curves $\sigma: [0, L] \rightarrow \mathbb{R}^2_{(x, y)}$ with fixed length $L$ on the plane $\mathbb{R}^2$, parameterized by its length element (observe that the generalization of the previous results to fixed boundary problems is straightforward). The constraint is then defined by the function $f = \sqrt{x^2 + y^2} - 1$. The Lagrangian densities we shall consider will be second order ones given by arbitrary functions of the curvature times length element: $L dt = F(\kappa)ds$, where $\kappa(t) = \frac{\dot{x}\ddot{y} - \ddot{x}\dot{y}}{(\dot{x}^2 + \dot{y}^2)^{3/2}}$ and $ds = \sqrt{x^2 + y^2}dt$. Easy computations allow to obtain:

$$
\mathcal{E}_L = 0 \cdot T + \left( \frac{d}{ds} (F'(\kappa)) + \kappa F'(\kappa) - \kappa F(\kappa) \right) N
$$

where $\frac{d}{ds} = \frac{1}{\sqrt{x^2 + y^2}} \frac{d}{dt}$ and where $T, N$ represent the natural $T^*M$-valued functions on $TM$ defined from the tangent and normal vector fields of $\sigma$:

$$
T = \frac{\dot{x}}{\sqrt{\dot{x}^2 + \dot{y}^2}} \frac{\partial}{\partial x} + \frac{\dot{y}}{\sqrt{\dot{x}^2 + \dot{y}^2}} \frac{\partial}{\partial y}, \quad N = \frac{-\dot{y}}{\sqrt{\dot{x}^2 + \dot{y}^2}} \frac{\partial}{\partial x} + \frac{\dot{x}}{\sqrt{\dot{x}^2 + \dot{y}^2}} \frac{\partial}{\partial y}
$$

identifying $T^*\mathbb{R}^2$ with $T\mathbb{R}^2$ using the metric.

The system of equations (8) is $T \cdot N = 0$, $-\kappa N \cdot N = 1$ and has now as solution for $\kappa \neq 0$: $N = \frac{-1}{\kappa} N$. This vector field allows to compute the operator $P_\sigma: \mathcal{X}_\sigma(\mathbb{R}^2) \rightarrow \mathcal{X}_\sigma(\mathbb{R}^2)$ and its adjoint, $P^*_\sigma: \mathcal{X}_\sigma(\mathbb{R}^2) \rightarrow \mathcal{X}_\sigma(\mathbb{R}^2)$:

$$
P_\sigma(D_\sigma) = D_\sigma - \frac{\text{div} D_\parallel}{\kappa} N, \quad P^*_\sigma(\mathcal{E}_\sigma) = \mathcal{E}_\parallel - \text{grad} \left( \frac{\mathcal{E}_\sigma \cdot N}{\kappa} \right)
$$
where $D^\parallel_\sigma$ represents the component of $D_\sigma$ tangential to $\sigma$ and we identify $\mathfrak{X}_\sigma(\mathbb{R}^2)$ with $\mathfrak{X}_\sigma^*(\mathbb{R}^2)$ using the metric.

On the other hand, $\ker \Omega_f = \langle N \rangle$. The equations corresponding to the vakonomic and non-holonomic problems are:

Vakonomic
$$-\frac{d}{ds}\left(\frac{1}{\kappa} \frac{d^2}{ds^2} (F'(\kappa)) + \kappa F'(\kappa) - F(\kappa)\right) = 0$$

Non-Holonomic
$$\frac{d^2}{ds^2} (F'(\kappa)) + \kappa^2 F'(\kappa) - \kappa F(\kappa) = 0$$

For the case $F(\kappa) = \kappa^2$ the vakonomic equations produce the well known result [15] obtained for the (non-constrained) variational problems $\int dt = (\kappa^2 + c)ds$:

$$2\frac{d^2}{ds^2} \kappa + \kappa^3 = c \cdot \kappa, \quad c \in \mathbb{R}$$

If we now compute the Cartan form:

$$\tilde{\Theta}_L = \frac{1}{\kappa} \frac{d}{ds} (F'(\kappa)) \cdot \frac{1}{\sqrt{\dot{x}^2 + \dot{y}^2}} (\dot{x}dx + \dot{y}dy) -$$

$$-\frac{d}{ds} (F'(\kappa)) \cdot \frac{1}{\sqrt{\dot{x}^2 + \dot{y}^2}} (-\dot{y}dx + \dot{x}dy) + F'(\kappa) \cdot \frac{1}{\dot{x}^2 + \dot{y}^2} (-\dot{y}dx + \dot{x}dy)$$

and consider the symmetries corresponding to translations $D = a \frac{\partial}{\partial x} + b \frac{\partial}{\partial y}$ and rotations $R = -y \frac{\partial}{\partial x} + x \frac{\partial}{\partial y}$, the corresponding conservation laws (16) are:

$$\tilde{\mu}_\sigma(D) = \left(\frac{1}{\kappa} \frac{d^2}{ds^2} (F'(\kappa))T - \frac{d}{ds} (F'(\kappa))N\right) \cdot D$$

$$\tilde{\mu}_\sigma(R) = \left(\frac{1}{\kappa} \frac{d^2}{ds^2} (F'(\kappa))T - \frac{d}{ds} (F'(\kappa))N\right) \cdot R + F'(\kappa)$$

that correspond to the geometrical statements:

$$\left(\frac{1}{\kappa} \frac{d^2}{ds^2} (F'(\kappa))T - \frac{d}{ds} (F'(\kappa))N\right)$$

is parallel along $\sigma$

$F'(\kappa)$ is an affine function on the position along the critical curves.
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